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DS-GA 3001 RL Curriculum

Reinforcement Learning:
▶ Introduction to Reinforcement Learning
▶ Multi-armed Bandit
▶ Dynamic Programming on Markov Decision Process
▶ Model-free Reinforcement Learning
▶ Value Function Approximation (Deep RL)
▶ Examples of Industrial Applications and Project Q&A
▶ Policy Function Approximation (Actor-Critic)
▶ Planning from a Model of the Environment
▶ Advanced Topics and Development Platforms
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Reinforcement Learning

Last week: Value Function Approximation
▶ Categories of Functions in Reinforcement Learning
▶ Approximation of State Update Functions
▶ Approximation of Value Functions
▶ Deep Reinforcement Learning

Today: Examples of Industrial Applications
▶ A Tour of 10 Awesome Applications of RL
▶ Project Q&A
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Robotics
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Teach a Robot to ...

Source: DeepMind (2022)
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https://youtu.be/4J4tO8bb70I?list=PLstWnsTbb45eqXgVY2RhsFV6VeNsMFLS9


Autonomous Driving
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Learn to Drive Like a Human

▶ Goal: Drive vehicle on a circuit to destination without leaving the road
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Learn to Drive Like a Human

Source: Wayve (2019)
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https://youtu.be/eRwTbRtnT1I


Amazon Inventory
Management
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Manage Amazon Retail Inventory

▶ Goal: Select products to show as ”shipped and sold by Amazon” on the
Amazon.com website to maximize customer experience and profitability
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Seismic Mapping
to Identify Natural
Oil & Gas Reserves
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Seismic Pathfinder
▶ Goal: Screen cross-sections under the earth surface to identify the nature

and geometry of individual seismic layers, to reduce exploration costs

DS-GA 3001 005 | Lecture 6



Seismic Pathfinder
▶ Goal: Screen cross-sections under the earth surface to identify the nature

and geometry of individual seismic layers, to reduce exploration costs
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Seismic Pathfinder

▶ Analysis of Results: Benchmarks of synchronous n-path search RL on
state complexity and number of paths
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Seismic Pathfinder
▶ Analysis of Results: Generalization of pre-trained Async4sync DRL agent

on arbitrary cubes and cylinders with radius = 35 steps
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Seismic Pathfinder
▶ Analysis of Results: Generalization of pre-trained Async4sync DRL agent

on arbitrary cubes and cylinders with radius = 90 steps

DS-GA 3001 005 | Lecture 6



Algorithmic Trading
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Manage a Stock Portfolio
▶ Goal: Identify trading strategy in portfolio of k stocks to maximize profit
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Interpret Financial Trading Behavior
▶ Inverse Reinforcement Learning: Identify trader attributes, such as a

level of risk aversion, by observing its behaviors

▶ Estimate parameters of a reward function that fit observed trajectories
under a given policy in historical or simulated experience

▶ Example: Compute the risk aversion parameter λ of a successful trader
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Asset Allocation and
Wealth Management
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Manage Long-Term Financial Goals

▶ Goal: Determine optimal asset allocation strategy to meet multiple
long-term financial goals, while also being successful in retirement
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Workforce Planning
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Manage a Large Talent Workforce

▶ Goal: Pull talent levers to minimize gaps ”actual vs. target headcount”
while also minimizing costs across the World-Wide Amazon workforce
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Workforce MDP Simulator
▶ Model used to define next states: Forecast monthly talent movement

based on historical trends and market indicators
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Audit Financial Claims
with NLP

DS-GA 3001 005 | Lecture 6



Audit Claims with Natural Language
▶ Goal: Recommend compliance level of items in financial claims, to

reduce time spent by human contractors, and to reduce errors
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Audit Claims with Natural Language

▶ Post-processing to interpret RL results: Clustering in NLP space of items
at risk can help auditors identify patterns of frauds more quickly
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Alignment of LLM Agents
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Faithful AI: Learning to ask for clarifications

▶ Goal: Increase faithfulness of a given LLM in a given orchestration
environment by learning when to ask for clarifications
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Faithful AI: Learning to ask for clarifications

▶ Results (ICML 2023): Chatbot converged to policies which fulfilled intents
in 99% of dialogues, in 1.8 steps on average. When users cooperated, the
correct intent was fulfillied in 1.3 steps on average in 100% of dialogues
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The chatbot learned an original strategy...

▶ Superalignment: The chatbot found a fallback strategy to increase speed
of fulfillment without sacrificing coherence: fill valid slots when prompt
is ‘partially understood but too ambiguous to identify the exact intent
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Your Turn!
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