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DS-GA 3001 RL Curriculum

Reinforcement Learning:
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Introduction to Reinforcement Learning

Multi-armed Bandit

Dynamic Programming on Markov Decision Process
Model-free Reinforcement Learning

Value Function Approximation (Deep RL)

Examples of Industrial Applications and Project Q&A
Policy Function Approximation (Actor-Critic)
Planning from a Model of the Environment

Advanced Topics and Development Platforms

DS-GA 3001 005 | Lecture 6



Reinforcement Learning

Last week: Value Function Approximation
» Categories of Functions in Reinforcement Learning
» Approximation of State Update Functions
» Approximation of Value Functions
» Deep Reinforcement Learning

Today: Examples of Industrial Applications

» A Tour of 10 Awesome Applications of RL
» Project Q&A
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Robotics



Teach a Robot to ...

Source: DeepMind (2022)
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https://youtu.be/4J4tO8bb70I?list=PLstWnsTbb45eqXgVY2RhsFV6VeNsMFLS9

Autonomous Driving



Learn to Drive Like a Human

> Goal: Drive vehicle on a circuit to destination without leaving the road

State Vector

Steering & Speed -Value | Ponse | —
Measurement layers — _—' @
State Action Steering & Speed
Vector Command

& Reward
@ Environment: L'ﬂ‘ State:

Virtual and physical driving lanes .

Pixels of front camera encoded by CNN (single monocular image)
¢ Vehicle speed and steering angle
@ Reward Function:

* Forward Speed f Actions:
* Termination upon infraction of traffic rules by safety driver 2 actions: Speed, steering angle
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Learn to Drive Like a Human

Source: Wayve (2019)
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https://youtu.be/eRwTbRtnT1I

Amazon Inventory
Management



Manage Amazon Retail Inventory

> Goal: Select products to show as "shipped and sold by Amazon” on the
Amazon.com website to maximize customer experience and profitability

Product Data

Offline Validation: All auto parts and medical supply products in catalog as of 12/2018.
Cash flow and sales in 2019.

*Historical demand

«Forecasted Statistics ASINs selected to buy ASINs blocked from buying
demand ASINs count (in MM) 0.16 (2.7%) 5.55 (97.3%)
*Glance views Cash flow (in MM euros) 152.35 -19.04

sales (in MM) 28.06 O1.7%) 2.57 (8.3%)

«Product attributes
*Vendor attributes
« Historical demand
*Historical LTFCF

Online A/B testing: Q4 2019, 30M products, 90% treatment, 10% control

EU LAB Treatment Effect | Confidence Interval | p-value | Annualized Impact
e vl Don’t Buy | per ASIN per week
Vendor attribates A [ cp (Euros) 0.0103 [0.002, 0.019] 0.02 €2.45 MM
Historical demand Sales (Euros) 0.021 [-0.061, 0.103] 0.10 €4.68 MM
Historical LTFCF Agent Exolorati Cash flow (Euros) 0.1123 [-0.311,0.536] 0.54 €25.03 MM
- Glance views Xploration Out of stock (bps) T4 [-100, -50] 0.00 “T4bps

@ Environment (Contextual Bandit): i state:
Product’s profitability and popularity, At =3 months Product-, brand- and vendor-level statistics,

historical sales, historical cash flow, glance views
@ Reward Function:

Profit = Z (short term profit + long term value ) 't Actions:
rofit = —cost of capital — asset depreciation 1 action: (block buy, buy at least 1 unit)
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Seismic Mapping
to Identify Natural
Oil & Gas Reserves



Seismic Pathfinder

> Goal: Screen cross-sections under the earth surface to identify the nature
and geometry of individual seismic layers, to reduce exploration costs

Pathfinder for 1 path:

1 cross-sectional (cylinder) map: Accumulated reward:

Sample of paths explored by RL agent:
0

T Y

Episode 300 /
Episode 350

4 paths search
(Asyncdsync)

Episode

@ Environment: 'i' State:

Underground cylinder cross-sections Indirect seismic measurements at z; and

(z-3,z-2,z-1,2z+1,2+2, 2+ 3)¢41
@ Reward Function:

i . i ) 'i‘ Actions:
-B1 leé - Z1l'ef| - BZZ |med -z k actions: (up, down) for each path
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Seismic Pathfinder

> Goal: Screen cross-sections under the earth surface to identify the nature
and geometry of individual seismic layers, to reduce exploration costs

3D seismic cube: 1 cross-sectional (cylinder) map: Accumulated reward:

/ @fﬂ
il

L

4 paths search

(Asyncdsync)
e wo ES an s
epiode
@ Environment: 'i' State:
Underground cylinder cross-sections Indirect seismic measurements at z; and

(z—-3,z-2,z-1,2z+1,z+2, 2+ 3)¢41

@ Reward Function:
'i‘ Actions:

-B1 leé - Z1i'ef| - Bzz |Ztl;nd - Zé k actions: (up, down) for each path
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Seismic Pathfinder

> Analysis of Results: Benchmarks of synchronous n-path search RL on
state complexity and number of paths

> Seismic values at {z,, [z-3, ..., z+3]s.4}
> Hilbert transforms
> Correlations between S,,; and s,

» Seismic values at {z,, [z-3, ..., z+3];,1}
> Hilbert transforms

> Seismic values at {z,, [z-3, ..., 2+3]..}

Accumulated reward  RL path finding Accumulated reward  RL path finding Accumulated reward  RL path finding

4 paths

10 paths .

30 paths *|
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Seismic Pathfinder

» Analysis of Results: Generalization of pre-trained Asyncssync DRL agent
on arbitrary cubes and cylinders with radius = 35 steps
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Seismic Pathfinder

» Analysis of Results: Generalization of pre-trained Asyncssync DRL agent
on arbitrary cubes and cylinders with radius = 90 steps

BE858EEE .

BE8E88EE .
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Algorithmic Trading



Manage a Stock Portfolio

> Goal: Identify trading strategy in portfolio of k stocks to maximize profit

Environment RNN-based RL outperforms lag-based RL at trading stocks

Agent Mean return $4,900 vs. $2,200; Maximum return $7,500 vs. $2,800

Mar\(e‘ é\%(\a\i

Deep RL

Faunprices)

L srs00
s | =l
td s it 1 \ 1oafad Al
Pl e Pl "“N“\W "“‘U ,mwm \W

At

Testing, stote = prices

Testing, state = fyuuprices)

Reward per Episode S profit per Episade $ Profit per Episode

@ Environment: 'ﬁ‘ State:

7 years of stock prices and news headlines, At =1 day Vector of k stock prices for last n days

encoded by RNN
@ Reward Function:

'ﬁ' Actions:

(prices;4+1 — pricesy) . .
= kg pfee o Ny T T A62(r0) — Kkl x, k actions: ($buy, $sell, sit),,
prices;
T )\ . J\ J
Portfolio Value Change Risk Penalty Transaction Cost
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Interpret Financial Trading Behavior

> Inverse Reinforcement Learning: |dentify trader attributes, such as a
level of risk aversion, by observing its behaviors

> Estimate parameters of a reward function that fit observed trajectories
under a given policy in historical or simulated experience

»> Example: Compute the risk aversion parameter \ of a successful trader

Trader: m«(a|s)

Reverse Engineer Strategy from Trader (= proprietary
State s Action a; trading events) using Inverse RL:
N e ———— 4

N Environment // 1. Choose a parametric form of reward function
N, 7 2. Estimate its parameters (MLE) from observed
S, Maximum ’ - ) .
S - behavior in past trading events until convergence
\__Likelihood ,#
- - 3. Apply BL under the estlm‘ated rewar.d functlor-1 on
Parametric Reward an arbitrary stock portfolio, to identify an optimal
Function r, policy (trading strategy) for this stock portfolio
- =
A
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Asset Allocation and
Wealth Management



Manage Long-Term Financial Goals

> Goal: Determine optimal asset allocation strategy to meet multiple
long-term financial goals, while also being successful in retirement

Nanguard 0l Adver

(vop) onte-Carlo ‘ You have $25,000.00 funding

your Digital Advisor goals
‘ Market Data | $ Goal 1 I
Investor profile Control
- $ Goal 2
« Demographics

*Income bracket
+Total wealth - AL
Agent

$ Goal 3
- Risk tolerance

« Annual spending

'ﬁ' Observed State:

@ Environment:

’ 2 =
p(s" s, Astavte + W(0*)mc , E@mc, Wmc , At =1 year Investor profile, past $ contribution to each goal
(® Reward Function: P Actions:
7, = rVoTk 4 pretired — _p Z|g§ — gk + B2 puc k actions: $ contribution to each goal
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Workforce Planning



Manage a Large Talent Workforce

”

> Goal: Pull talent levers to minimize gaps "actual vs. target headcount
while also minimizing costs across the World-Wide Amazon workforce

Team head (vop ) p———

* Leader/Business/CC #reqs to

+ Jobtype and evel

* Locaton

- #openrecs

+ Market indicators Transfers

Talent
Movements
Promotion

“Normber o et -

+ Job type and level Targets -

Locaton

Jtopenress RL Agent Control Talent s

« Market indicators Incentives s
@ Environment: i state:

p(s" | S, @) (internal + external factors) » At =1 month Talent team size, job type, job level, location, number
of open jobs, market data, talent movement forecasts
@ Reward Function: 'ﬁ' Actions:
— »gap cost _ i i
T =1 + rfost = ﬁ1|hEoy - hmrget| — Bace Jobs to open, Transfers, URA, Promotions, Compensation (...)
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Workforce MDP Simulator

> Model used to define next states: Forecast monthly talent movement
based on historical trends and market indicators

Graph Transformer for Workforce Planning

Jeremy Curaksu Jimmy Righy
PeopleExperince and Technology Peopl Experenceand Technalogy
curdkj@amazon.com Tighame@amazon com

Abstract

Transformer to
forecast spatial and
time-dependent

data ~

Sparse Feed Forward \‘
e

method compared o using icar wilng rates for wrkfores planning,

eyl =10, T)

Sparse Feed Forward

Sparse MultiHead |
Attention

uilue} key | aquery

Sparse MultiHead
Atenton
value] _[key Jaery

1 Introduction =N
o e ooy Joer Graph of movements

d Toenig P freome (transfers) between
Forccasting Amzon tlent movements is chalenging due o complex. spuial and temporsl talent segments

121 i ‘mﬁﬂdl € e e (i Nag ) |i=-T+1,.,0} (eyica Nag) [E=1,.,T)
— i
ol b Model MAPE Nodes MAPE in
Forcsing syl and -t di . lre, compl i cwors was ey improved nodes improved
& b caming o 5 Graph Transformer 84% N/A (self) 93%
Prophet 95% 70% 108%

i pper, y s-ARIMA/State Space 87% 61% 107%
e e i g 1 55 s i B el o i Trailing 3-month 112% 76% 133%
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Audit Financial Claims
with NLP



Audit Claims with Natural Language

> Goal: Recommend compliance level of items in financial claims, to
reduce time spent by human contractors, and to reduce errors

e Agent finds 86% of known frauds at 80% precision

AWS Cloud

p— Soer
P andm Fraud Test Results:
Precision: 80%
Recall: 86%
F1Score: 0.83
Brier Score: 0.04
AUC Score: 0.95
. P YNV (st cei 0 e e e cocens
__‘“',‘.',,P, spread
oot 0 Example of
Accumulated N
o d isod learned policy
ools ¥ rewar. per e.pfso e (fraud labels overlaid)
3 during training Sp»v‘:ad
@ Environment:
. ) ) . 'ﬁ' State:
50,000 claims with at least 2 items per claim . . .
¢ Last nitemsin claims encoded by NLP
@ Reward Function: * Claim metadata (source, activity code, billed units, ...)
« Compliance category predicted by NLP classifier .
trained on individual items (regular audit) 'i Actions:
* Frauds detected by specialized auditors 2 actions: Fraud risk level and compliance category
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Audit Claims with Natural Language

> Post-processing to interpret RL results: Clustering in NLP space of items
at risk can help auditors identify patterns of frauds more quickly

Rearrange non-compliant items per date/source/claim ..then cluster items per narrative

Source Claim 0 Date Descrptian

Example of 16 items at risk claimed by Mr. X:

Source ClaimID  Date Description

P
- ettt e

mre v 5
s
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Alignment of LLM Agents



Faithful Al: Learning to ask for clarifications

> Goal: Increase faithfulness of a given LLM in a given orchestration
environment by learning when to ask for clarifications

Query 1
| Reward Model |——I LLM Chatbot I

Calculator

1
Reasoning-Acting e
=
Query n
fallback
@ Environment: f state:
« Sample of n queries mapped to valid tools/context. « Chatbot: LLM user prompt, context and tools
* Superalignment of LLM chatbot by another LLM: « User: Query and LLM chatbot response

o Chatbot: Respond to prompts
o User: Generate prompt and context

'ﬁ' Actions:
@ Reward Function: * Chatbot: Select one of k tools and use context to
respond, or fallback on asking for clarifications

* Every step: -1
* User: Generate semantic prompt variation for query

* Ask for clarification: 0
* Tool/context requests: -5 (invalid), +5 (valid)
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Faithful Al: Learning to ask for clarifications

» Results (ICML 2023): Chatbot converged to policies which fulfilled intents
in 99% of dialogues, in 1.8 steps on average. When users cooperated, the
correct intent was fulfillied in 1.3 steps on average in 100% of dialogues

Single-agent RL
L
el U [ — - : | =
N— Z i 2 -

§
Agent  Action a, g
* Intentor §~
State s, fallback 2
* Prompt [ ] * Response H
¢ Slots é .
£
Environment ¥

—
@ Environment: Multi-agent RL

« Library of intents with associated prompts/slots

. Quality and effici of led dial
+ Single agent: Users select prompts randomly

. . Single RL Multi RL
Two agents: User learns to select prompts. oSk 2530k 08K 2530k
% of successful dialogues 68(8) 99(.1) 67(14) 100 (0)
P Number of  /navigation 41(2) 1.0(0) 41(1)  1.0(0)
@ Reward Function: steps in /piano 42(1) 18(2) 4101 13(1)
« Every step: -1 successful  /dentist 42(0) 1.6(2) 41(2)  13(0)
o dialogues  /pizza 41(1) 17(3) 43(0) 13(0)
* Ask for clarification: 0 /Advil 43(2) 17(3) 42(1)  13(0)
/dessert 44(1) 23(5) 43(1)  14(1)

* Intent and slot guesses: -5 (invalid), +5 (valid)
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The chatbot learned an original strategy...

» Superalignment: The chatbot found a fallback strategy to increase speed
of fulfillment without sacrificing coherence: fill valid slots when prompt
is ‘partially understood but too ambiguous to identify the exact intent

Valid

Fallback

Invalid

Before training

After training: Single-agent RL
I

Multi-agent RL
L

r 1
i . . . . . . .
- . - { - -
‘ Intent
- - = = {
1 = Slot
You're looking for a piano tutor? I'm not sure | understood, can you

Nope. What help do you provide?

You're looking for a dentist, right?
No.

say that again? And in which
Iocation will you want me to look?

[User s siot)

For when do you need it? You're
looking for some Advil correct?
()
Never mind. Its taking too long.

¥'m sosorry! Let me find a number
you can callto get help faster

1apologize can you please repeat?

Ineed a dentist for my teeth

You need find a dentist, correct?

Yes

[Chatbot ulfills intent)

13pologize, can you repeat your
question? And are you looking
for pick up o delivery?
[Userfilssiot)
1 would like to find a dessert

You're looking for dessert correct?
For when do you need it?

Yes. (User fils slot)
[Chatbot fulfills intent)

‘Thank you!
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You need me to find a piano tutor
correct? When do you need t?

Yes. [User fils siot]

How often will you need it?
Which gender and location?

[User fils slots]
[Chatbot fulflls intent]

Thank you!

Sorry can you repeat your
question? And for when will
you want me to look?

[User fills slot]

1am looking for an ltalian pizza

You're looking for a pizza, right?
For pick up or delivery?

Right. [User fills slot]

(Chatbot fulflls intent)

Thank you!



Your Turn!



